
ANN Tutorial Examples, Q.J. Zhang

Exercise 1

For the MLP network with 1 input neuron, 2 hidden neurons with sigmoid functions, and
1 output neuron with linear function as shown in Figure A1, train the neural network
using sample-by-sample backpropagation with learning rate λ =  0.1 and no momentum.
Specifically, using the initial guess of weights in Figure A1, calculate the new weight
values for 1 epoch.  In the calculation, assume no scaling to x or y, and the training error
is defined as
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per sample and where ŷ  represents the training data corresponding to output neuron.
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	Due:  12:00 Noon, April 22, 2002
	Part c:  Let � and � be training error and validation error, respectively.  What actions (add hidden neurons, delete hidden neurons, add training data, delete training data, stop training) would you suggest for each of the following situations.
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